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The	  Four	  Questions	  
•  What	  do	  observations	  tell	  us?	  

•  How	  do	  molecular	  clouds	  form?	  

•  What	  processes	  control	  molecular	  cloud	  

structure,	  evolution,	  and	  dissolution?	  

•  What	  regulates	  star	  formation	  in	  molecular	  

clouds?	  



WHAT	  DO	  OBSERVATIONS	  TELL	  
US?	  

Question	  1:	  



In	  the	  beginning…	  
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FIG.  2.–Velocity-integrated CO map of the Milky Way. The angular resolution is 9´ over most
of the map, including the entire Galactic plane, but is lower (15´ or 30´) in some regions out
of the plane (see Fig. 1 & Table 1). The sensitivity varies somewhat from region to region,
since each component survey was integrated individually using moment masking or clipping
in order to display all statistically significant emission but little noise (see §2.2). A dotted line
marks the sampling boundaries, given in more detail in Fig. 1.
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•  1930s:	  molecules	  in	  optical	  absorption	  
•  1960s:	  molecules	  in	  radio	  emission	  
•  1970:	  H2	  (Carruthers	  1970),	  CO	  (Wilson+	  1970)	  

•  1980s:	  all-‐Galaxy	  CO	  maps	  (Dame	  1987),	  
cloud	  catalogs	  (Solomon+	  1987,	  Scoville+	  

1987),	  high	  density	  tracers:	  NH3,	  HCN,	  
CS	  (Myers	  1983;	  Snell+	  1984)	  

•  1990s:	  extragalactic	  GMCs,	  
interferometer	  maps,	  sub-‐mm	  dust	  

Top:	  Wilson	  et	  al.,	  1970,ApJL,	  161,	  L43	  ;	  Bottom:	  Dame	  et	  al.,	  1987,	  ApJ,	  322,	  706	  	  

Wilson+	  
1970	  

Dame	  1987	  



Stars	  form	  in	  molecular	  clouds	  
2842 LEROY ET AL. Vol. 136

Figure 45. Atlas of data and calculations for NGC 5055.

Leroy+	  2008	  

Leroy	  et	  al.,	  2008,	  AJ,	  136,	  2782	  



Quantitative	  correlations	  

10	  M
¤ 	  pc

−2	  

Bigiel+	  2008	  

•  SFR-‐HI	  correlation	  poor	  
•  SFR-‐H2	  correlated,	  index	  ~1,	  
τdep(H2)	  =	  MH2/SFR	  ~	  2	  Gyr	  

•  Caveats:	  CO-‐H2	  and	  light-‐
SFR	  conversion;	  correlation	  
fails	  on	  small	  scales	  

Bigiel	  et	  al.,	  2008,	  AJ,	  136,	  2846	  



MC	  masses	  
MW	  13CO:	  Roman-‐
Duval+	  2010	  

M33:	  Gratier+	  
2012	  

•  Mass	  range	  ~	  102	  −	  107	  M¤	  

•  Mass	  spectrum	  is	  a	  
powerlaw	  dN	  /	  dM	  ~	  Mγ,	  
possibly	  with	  an	  upper	  cutoff	  

•  γ	  ~	  −2	  to	  −1.5	  in	  H2-‐rich	  
regions	  (inner	  MW	  and	  M33)	  	  

•  γ	  ~	  −2.5	  to	  −2	  	  in	  H2-‐poor	  
regions	  (outer	  MW	  and	  M33,	  
LMC,	  SMC)	  	  

•  NB:	  γ	  >	  −2	  means	  most	  gas	  
in	  big	  clouds	  	  

Top:	  Roman-‐Duval	  et	  al.,	  2010,	  ApJ,	  723,	  492	  
Bottom:	  Gratier	  et	  al.,	  	  2012,	  A&A,	  542,	  A108	  



MC	  surface	  densities	  

18 Rebolledo et al.

FIG. 14.— Radial distributions of ΣH2 (left), ΣSFR (center) and ΣSFE (right) of the regions observed over the disk, including both complexes and clouds.
Filled black dots represent on-arm complexes and clouds, while filled red dots illustrate the on-arm complexes and clouds located in regions 6, 7 and 11 (see
Figures 2 and 15). Open circles illustrate inter-arm complexes and clouds. Most of the on-arm structures that present higher ΣH2, ΣSFR and ΣSFE than the other
complexes or clouds, particularly for the star formation rate, are located in regions 6, 7 and 11. These structures are inside the region enclosed by r = 3.5 kpc and
r = 4.5 kpc (illustrated by the black dashed lines, see Figure 15).

FIG. 15.— Left: Map of the Star Formation Efficiency derived for individual CO(1→ 0) complexes. The color bar is in units of Myr!1. The black contours
highlight the complexes with ΣH2 > 110 M! pc!2. Right: Map of the SFE for the CO(2→ 1) clouds. In this case, black contours highlight clouds with
ΣH2 > 135 M! pc!2. As in the left panel, the color bar is in units of Myr!1. Circles illustrate regions where we found structures that deviate from the other
identified structures in Figure 14. Dashed lines denote radii of r = 3.5 kpc and r = 4.5 kpc (see Figure 14).

ΣSFR values for low-mass star formation regions traced by AV
maps and counts of YSOs respectively, they included the most
massive star-forming clumps that Wu et al. (2010) studied
with HCN gas maps. We note that low-mass star-forming re-
gions (red stars) overlapwith the GMCs forΣH2∼ 80M! pc2.
Nevertheless, this apparent coincidence has to be considered
carefully, as we are comparing low-mass (galactic) and mas-
sive star formation (extra-galactic). Additionally, the masses
of the large molecular clouds in Heiderman et al. (2010) study
are two order of magnitudes smaller than the masses of the
GMCs reported in this study. Probably a more direct compar-
ison to our GMCs would be provided by the massive HCN
clumps, since extragalactic SFR tracers are exclusively sen-
sitive to massive star formation. In Figure 17 we have in-
cluded the massive HCN clumps as red diamonds. Surpris-
ingly, if we extrapolate the ΣSFR-ΣH2 relation we found for
CO(2→ 1) GMCs (Equation 19) to higher gas surface densi-
ties, we observe that the massive dense clumps fall roughly
along the relation. Thus, the ΣSFR-ΣH2 relation for massive
star formation regions is consistent with a quadratic relation.
Nevertheless, a more complete dynamical range in molecular

gas and star formation surface density is needed to fill the gap
between Galactic and extragalactic observations, and assess
the intrinsic ΣSFR-ΣH2 relation.

6.3. Star formation and evolution of GMCs in NGC 6946
Although a complete unbiased survey of the GMCs popula-

tion and their star formation activity in different environments
is needed to properly investigate the ΣSFR !ΣH2 relation, our
analysis allows us to shed light on the difference in star for-
mation activity between on-arm and inter-arm clouds. In Sec-
tions 5.1.2 and 5.2, we observed a clear enhancement of SFR
in on-arm clouds. This enhancement is more pronounced for
structures located in regions we suspect are the result of re-
cent convergence of gas flows (regions 6, 7 and 11 in Figure
2). In fact, it is in those regions where we find significant
13CO(1→ 0) emission, giving further observational evidence
for the presence of denser gas in those structures.
We have found steeper slopes than previous studies on NGC

6946 for the ΣSFR !ΣH2 relation for both CO(1→ 0) com-
plexes and CO(2→ 1) clouds. As was stated above, the slope
of the relation ΣSFR !ΣH2 can be affected by several fac-

MW	  13CO:	  
Roman-‐Duval
+	  2010	  

NGC	  6946:	  
Rebolledo+	  2012	  

•  MC	  surface	  densities	  ~100	  M¤	  
pc−2,	  no	  systematic	  variation	  
with	  mass	  or	  Milky	  Way	  
galactocentric	  radius	  

•  Possible	  weak	  dependence	  on	  
environment	  in	  other	  galaxies:	  
lower	  in	  low	  Σ	  regions,	  higher	  
in	  high	  Σ	  regions	  

•  PDF	  of	  Σ	  within	  GMCs	  roughly	  
lognormal	  w/powerlaw	  tail	  

•  Caveat:	  sensitivity	  bias	  	  

Top:	  	  Roman-‐Duval	  et	  al.,	  2010,	  ApJ,	  723,	  492	  
Bottom:	  Rebolledo	  et	  al.,	  2012,	  ApJ,	  757,	  155	  



MC	  velocity	  dispersions	  
•  Velocity	  dispersion	  obeys	  	  	  	  	  	  	  	  	  	  	  

	  σv	  =	  (αGπGΣR/5)1/2	   	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
with	  αG	  ≈	  1	  (Heyer+	  2009)	  

•  Could	  be	  virialization,	  pressure	  
confinement,	  free-‐fall	  collapse	  

•  Most	  power	  on	  large	  scales	  

Virial	  balance:	  
Heyer+	  2009	  

αG	  =	  1	  

Pressure	  confinement:	  
Field+	  2011	  

Collapse:	  Ballesteros-‐
Paredes+	  2011	  

Top:	  Heyer	  et	  al.,	  2009,	  ApJ,	  699,	  1092;	  Bottom	  left:	  Field	  et	  al.,	  2011,	  MNRAS,	  416,	  710;	  	  
Bottom	  right:	  Ballesteros-‐Paredes	  et	  al.,	  2011,	  MNRAS,	  43,	  123	  



Complex	  internal	  structure!	  

Narayanan	  et	  al.,	  2008,	  ApJS,	  177,	  341	  



Dimensionless	  numbers!	  

AA50CH02-Crutcher ARI 27 July 2012 9:32
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Figure 7
HI, OH, and CN Zeeman measurements of BLOS versus NH = NHI + 2NH 2 . The dashed blue line is for a
critical M/! = 3.8 × 10−21 NH /B. Measurements above this line are subcritical, those below are
supercritical.

analysis (Heiles & Troland 2003) showed that the structure of the HI diffuse clouds cannot be
isotropic but instead must be sheet-like. Heiles & Troland (2005) found B̄TOT ≈ 6 µG for the
cold HI medium, a value comparable to the field strength in lower-density components of the
warm neutral medium. Hence, although flux freezing applies almost rigorously during transitions
back and forth between the lower density warm and the higher density cold neutral medium,
the magnetic field strength does not change with density. This suggests that HI diffuse clouds
are formed by compression along magnetic fields; an alternative would posit formation of clouds
selectively from regions of lower magnetic field strength. They also find that the ratio of turbulent
to magnetic energies is ∼1.5 or approximately in equilibrium; both energies dominate thermal
energy. They suggest that this results from the transient nature of converging flows, with the
apparent equilibrium being a statistical result that is a snapshot of time-varying density fields.

A second argument that Figure 7 does not show an evolutionary sequence driven by ambipolar
diffusion is the lack of molecular clouds that are subcritical. Although the Zeeman measurements
give directly only a lower limit to BTOT , the upper envelope of the BLOS defines the maximum
value of BTOT at each NH ; for some fraction of the clouds B should point approximately along
the line of sight, so BLOS = BTOT cos θ ≈ BTOT for θ ≈ 0. For NH ! 1021 cm−2 most of the
points come from OH or CN observations; these molecular clouds are mainly self-gravitating, so
this should be the region of transition from subcritical to supercritical clouds. Yet, there are zero
definite cases of subcritical clouds for NH > 1021 cm−2! The two points that seem to be above
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Figure 3. Histograms of the physical properties of molecular clouds. In the top two panels, the solid line indicates the best fit to the radius and mass spectra.

mass and number) have virial parameters <1. This analysis
thus suggests that most of the molecular mass contained in
identifiable molecular clouds is located in gravitationally bound
structures.

6.3. Number Density and Surface Mass Density

The bottom left panel shows the mean density of H2 in
our sample of 750 molecular clouds, the median of which is
231 cm−3. This value is well below the critical density of the
13CO J = 1 → 0 transition, ncr = 2.7×103 cm−3, suggesting
that the gas with density n > ncr is not resolved by a 48′′ beam
(0.25 pc at d = 1 kpc), and that its filling factor is low.

The bottom right panel shows the surface mass density of the
molecular clouds, with a median of 144 M% pc−2. Using the
Galactic gas-to-dust ratio 〈NH /AV 〉 = 1.9×1021 cm−2 mag−1

(Whittet 2003), this corresponds to a median visual extinction
of 7 mag. This value is consistent with the prediction from
photoionization dominated star formation theory (McKee 1989).
A median surface mass density of 140 M% pc−2 is lower than
the median value of 206 M% pc−2 derived by Solomon et al.
(1987) based on the virial masses of a sample of molecular

clouds identified in the 12CO UMSB survey. Note that Solomon
et al. (1987) originally found a median surface mass density of
170 M% pc−2, assuming that the distance from the sun to the
Galactic center is 10 kpc. Assuming a Galactocentric radius of
8.5 kpc for the sun, this value becomes 206 M% pc−2 (Heyer et al.
2009). The median surface density derived here is also higher
than the value of 42 M% pc−2 derived by Heyer et al. (2009),
who re-examined the masses and surface mass densities of the
Solomon et al. (1987) sample using the GRS and a method
similar method to ours. Similar to our analysis, Heyer et al.
(2009) estimated the excitation temperature from the 12CO line
emission and derived the mass and surface density from 13CO
GRS measurements and the excitation temperature.

For the Solomon et al. (1987) molecular cloud sample, Heyer
et al. (2009) found a median surface density of 42 M% pc−2

using the area A1 (the 1 K isophote of the 12CO line) defined
by Solomon et al. (1987) to compute masses and surface mass
densities. However, computing surface mass densities within the
half power 12CO isophote (A2) yields a median surface mass
density close to 200 M% pc−2 (see Figure 4 of Heyer et al. 2009).
It is thus likely that the discrepancy between the surface densities

•  Virial	  theorem	  describes	  
large-‐scale	  dynamics	  of	  
GMCs;	  ratio	  of	  terms	  says	  
what	  forces	  are	  important	  

•  αG	  =	  −2	  T	  /	  W	  ≈	  1:	  gravity	  and	  
large-‐scale	  motions	  
comparable	  

•  M	  /	  Mcrit	  =	  M	  /	  [Φ/(4πG)1/2]	  ≈	  2:	  
magnetic	  fields	  not	  
negligible,	  but	  not	  strong	  
enough	  to	  offset	  gravity	  

MW	  13CO:	  
Roman-‐Duval+	  
2010	  

Crutcher	  2012	  

Top:	  Roman-‐Duval	  et	  al.,	  2010,	  ApJ,	  723,	  492	  
Bottom:	  Crutcher,	  2012,	  ARA&A,	  50,	  29	  



GMC	  lifetimes	  
No. 1, 2009 MOLECULAR CLOUDS IN THE LMC BY NANTEN. II. 17

150 pc

Type I
no massive 

star formation

Type II
only HII regions

Type III
HII regions and
young clusters

only young clusters

Figure 13. Evolutionary sequence of the molecular clouds. The left panels are
examples of GMC Type I (GMC 215, LMC N J0544−7127 in Table 1), Type
II (GMC 135, LMC N J0525-6609), and Type III (the northern part of GMC
197, LMC N J0540−7008) from the top panel, respectively. Each panel presents
Hα images from Kim et al. (1999) with GMCs identified by NANTEN (Paper
I) in contours: The contour levels are from 1.2 K km s−1 with 1.2 K km s−1

intervals. Open circles indicate the position of young clusters (Bica et al. 1996).
The middle panels are illustration for each evolutionary stage. Open circles and
filled circles in red represent young clusters and H ii regions, respectively.
(A color version of this figure is available in the online journal.)

youngest stellar clusters, 10 Myr, we roughly estimate the
timescales of Types I, II, and III to be 6 Myr, 13 Myr,
and 7 Myr, respectively, for those with a mass above the
completeness limit, 5 × 104 M#. This corresponds to a
lifetime of the GMC of 20–30 Myr.
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17004), and the Mitsubishi Foundation. A.K. is financially
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Figure 2. (a) Distribution of GMCs (105–6 M!) and giant molecular associations (GMAs; > 107 M!) in M51. The GMCs/GMAs are identified with the CLUMPFIND
algorithm (Williams et al. 1994), down to 4σ significance, corresponding to the typical GMC mass in the Milky Way (4 × 105 M!; Scoville & Sanders 1987). The
small green circles includes only the GMCs with mass above 4 × 105 M!. The GMAs are seen only in the spiral arms, suggesting that they are assembled and broken
up as the gas flows through the spiral arms. Numerous GMCs are still seen in the interarm regions, indicating that they survive while crossing the interarm regions.
(b) Nobeyama 45 m telescope CO(J = 1–0) map. The circle at the lower-left corner is the 22′′ beam. The white contour around the emission indicates roughly the
coverage of CARMA observations. (c) Molecular gas fraction defined as 2nH2 /(nH + 2nH2 ), calculated with H i data from Braun et al. (2007). The fraction is high
within the major part of the disk and does not change azimuthally, indicating that the gas stays molecular over a revolution.

1999; Helfer et al. 2003), and enables a reliable census of GMCs
in M51.

Figure 1(a) shows the CO map integrated over all velocities.
The new image shows the full distribution of molecular gas over
the entire optical disk of M51 (14.3 × 20.0 kpc2), including
both the prominent spiral arms and interarm regions. The bright
inner arms have been previously imaged (Vogel et al. 1988;
Aalto et al. 1999), but the new data extend these arms over
the full disk and most importantly, yield significant detection
of interarm GMCs for the first time. Figure 2(a) shows the
distribution of discrete GMCs measured using CLUMPFIND
(Williams et al. 1994), clearly indicating many GMCs with
mass exceeding 4×105 M! in the interarm regions. Lower mass
GMCs would not be detected by the cloud finding algorithm and
only 36% of the interarm CO emission is seen in the detected
discrete clouds shown in Figure 2.

3. DISCUSSION

Two possibilities for GMC formation and lifetime can clearly
be distinguished from the observed GMC distribution relative
to the spiral arms. One possibility is that they are transient,
short-lived structures—formed locally at convergence locations
of the galactic hydrodynamic flows and destroyed quickly by
disruptive feedback from star formation within the GMCs.
Alternatively, if the GMCs are long lived, lasting through the
interarm crossing period, their presence in the interarm regions
is naturally explained. A simple calculation can be done to rule
out the formation of abundant GMCs from the ambient gas with
a low average density in the interarm regions. Assuming a very
ideal spherical gas accretion of the converging velocity v into the
volume with the radius r, the mass accumulates within the time
t is M = 4πr2vmHnt , where n is the number density of ambient
gas and mH is the mass of hydrogen atom. Using a GMC radius

r ∼ 20 pc, typical velocity dispersion in galactic disk v ∼
10 km s−1, and average gas density n ∼ 1–5 cm−3 (inferred for
M51 in the areas without GMCs), it takes ∼108 yr to accumulate
4 × 105 M!. This mass-flow argument is valid even when the
ambient gas is not exactly diffuse but consists of smaller clouds
if their distribution is roughly uniform. Therefore, the majority
of the GMCs in the interarm regions cannot have formed there
locally on the required short timescales (i.e., interarm-crossing
timescale ∼108 yr).

Figure 2(a) also reveals that the molecular gas properties,
specifically their masses, are significantly dependent on galactic
environment. The most massive structures with 107–8 M!,
referred to as giant molecular associations (GMAs), are found
only in spiral arms, not in interarm regions. The improved
image fidelity was necessary to avoid misidentification of even
such massive GMAs, especially in the interarm regions. GMAs
must therefore form and disrupt while crossing the spiral arms
(with a timescale typically ∼2–5 × 107 yr). Their formation
within the arms is aided by the spiral streaming which causes
deflection and convergence of the galactic flow streamlines in
the arms. Although stellar feedback (e.g., photodissociation by
OB star ultraviolet radiation and supernova explosions) is often
invoked for GMC destruction (Larson 1988; Williams & McKee
1997), these mechanisms are not a likely cause of significant
GMA dissipation given their masses (107–8 M!, see Figure 2(a);
Williams & McKee 1997). More telling is the high-mass fraction
of H2 in the interarm regions (Figures 2(b) and (c)). Comparing
the mean molecular gas surface density with that of the H i
(Braun et al. 2007), we estimate that 70%–80% of the gas
remains H2 within the major part of the disk (∼ 12 kpc;
Figure 2(c)). Thus, GMAs are not significantly dissociated into
atomic or ionized gas. We conclude that the GMAs must be
fragmented into the less-massive GMCs and the most massive
of these are seen as discrete clouds in the interarm regions in
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result of reduced efficiency in conversion of gas to stars
(Hartmann 1998 ; Elmegreen 2000) rather than slowing col-
lapse by strong magnetic support.

Solving the postÈT Tauri problem by making cloud life-
times short, however, raises a new set of questions : how are
molecular clouds formed so rapidly, and why is it that the
clouds form stars so readily, especially given the potential
restraining e†ects of magnetic Ðelds? We argue that forma-
tion of clouds and triggering of star formation by large-scale
Ñows, as we argued previously for Taurus (BHV99; see also
Sasao 1973 ; Elmegreen 1993b ; Scalo & Chappell 1999), are
essential to forming clouds and stars on less than a lateral
crossing time. We further show that the conditions needed
for molecular gas formation from atomic Ñows (a minimum
column density for shielding and limited turbulent and
magnetic support to achieve high enough densities for rea-
sonably rapid chemical evolution) are similar to the condi-
tions needed for gravitational instability (see, e.g., Franco &
Cox 1986), with collapse times of order 1 Myr ; therefore,
star formation can commence rapidly once molecular
clouds are produced. We also use general arguments and
the results of numerical simulations of the interstellar
medium to show that molecular clouds are probably super-
critical, and thus magnetic Ðelds do not signiÐcantly slow
gravitational collapse.

The organization of this paper is as follows. In ° 2 we
summarize observational constraints from stellar popu-
lation ages on cloud and star formation timescales. In ° 3 we
outline a physical scenario in agreement with observations,
presenting some numerical results that help support this
picture. We consider some further implications of rapid
cloud and star formation in ° 4, and in ° 5 we summarize
our conclusions.

2. STELLAR POPULATION CONSTRAINTS

2.1. Stellar Ages in Associations
The absence of many stars in Taurus and other star-

forming regions older than about 3È5 Myr was discussed in
detail in BHV99. In view of the importance of the result and
the implications of this best-studied cloud for the interpre-
tation of observations of more distant regions, we revisit
this issue. We also incorporate updated preÈmain-sequence
(PMS) stellar isochrones. As discussed, for example, in
Hartmann (2001), the principal systematic error in ages for
most TTSs is uncertainty in the stellar mass. Recent mea-
surements of T Tauri masses using disk rotation (Simon,
Dutrey, & Guilloteau 2000) suggest that earlier isochrones
underestimated the stellar masses and ages ; the net e†ect of
the new estimates, which we use here, is to make the low-
mass stars approximately a factor of 2 older than one would
infer using the DÏAntona & Mazzitelli (1994) tracks as in
BHV99.

We begin by focusing on the issue of X-rayÈdetected stars
in Taurus. et al. (1995) and Wichmann et al.Neuha" user
(1996) identiÐed a number of potential PMS stars in the
general direction of Taurus from the ROSAT All-Sky
Survey (RASS) and suggested that these objects represent a
signiÐcant, older population of Taurus. However, Bricen8 o
et al. (1997) pointed out that the mere presence of Li
absorption was not a certain indicator of PMS stars, since
Li is not strongly depleted in G and early K stars until ages
greater than D100 Myr. Moreover, et al. (1997)Bricen8 o
showed that ROSAT was almost equally sensitive to 100

Myr old stars as to 1È10 Myr old stars, thus the ROSAT
survey must include many stars much older than 10 Myr. In
addition, the observed number of ROSAT stellar sources
agrees with the number expected for an average formation
rate in the solar neighborhood over a 100 Myr period.

et al. (1997) thus argued that most of the ROSATBricen8 o
sources are much older than Taurus and thus originated in
di†erent clouds that no longer exist. These stars then would
disperse considerably over many tens of megayears, thus
explaining their smooth spatial distribution and lack of
concentration near Taurus. This point of view was sup-
ported by & (1999), who conducted aMart•# n Magazzù
careful analysis of Li equivalent widths and concluded that
only about 22% of the RASS stars are probably PMS stars.

In a follow-up detailed study, Wichmann et al. (2000)
examined 58 of the 72 RASS weak-emission stars with Li
found near Taurus and argued that approximately 60% of
these were true PMS objects, somewhat higher than the
proportion estimated by & (1999).Mart•# n Magazzù
However, it is important to place these objects in the appro-
priate context to understand their signiÐcance. To do this,
consider Figure 1, where we place these objects in the V
versus V [I color-magnitude diagram for that portion of
the sample (about half) for which Wichmann et al. (2000)
present photometry. We also plot isochrones from Siess,
Dufour, & Forestini (2000), which are in better agreement
with the recent T Tauri mass measurements from disk rota-
tion and agree fairly well with the Palla & Stahler (2000)
results.

The most important result to note from Figure 1 is that
most of the RASS PMS stars are much older than 10 Myr,
assuming that they are at the distance of Taurus. Therefore,

FIG. 1.ÈColor-magnitude diagram comparing known young TTSs
with RASS sources. The Taurus colors and extinction corrections have
been taken from Kenyon & Hartmann (1995) ; the ROSAT source data
have been taken from Wichmann et al. (2000), as discussed in the text.
Isochrones and tracks are from Siess et al. (2000). The ROSAT sources are
not numerous enough to represent a signiÐcant star formation epoch in
comparison with Taurus ; moreover, their substantially greater ages and
wide spatial distribution imply that they have mostly formed in widely
dispersed clouds that no longer exist (see text).M51:	  lots	  of	  inter-‐arm	  

clouds,	  lifetime	  ~100	  Myr	  
(Koda+	  2009)	  

LMC:	  lifetime	  from	  number	  
counts	  +	  cluster	  ages	  ~30	  Myr	  
(Kawamura+	  2009)	  

Solar	  neighborhood:	  no	  
post-‐T	  Tauri	  stars	  in	  nearby	  
clouds,	  ~	  3	  Myr	  (Hartmann+	  
2001)	  

•  For	  comparison,	  free-‐fall	  time	  tff	  =	  (3π/32Gρ)1/2	  ≈	  1	  −	  5	  Myr	  
•  Local	  vs.	  M51,	  LMC	  lifetime	  difference	  may	  be	  selection	  effect	  

Left:	  Koda	  et	  al.,	  2009,	  ApJ,	  700,	  L13;	  middle:	  Kawamura	  et	  al.,	  2009,	  ApJS,	  184,	  1;	  Right:	  Hartmann	  et	  al.,	  2001,	  ApJ,	  562,	  852	  
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Fig. 11. a) (Left panel) Star-formation rate per free-fall time (SFRff; shown in the left Y axis) derived from the observed SFEdense in different
populations of galaxies assuming a characteristic gas density for the HCN cloud nHCN(H2)= 3 × 104 cm−3. We show on the right Y axis the value
of nHCN(H2) derived from SFEdense assuming a constant SFRff = 0.02. This value lies within the most likely range for SFRff ∼ 0.011–0.028 as
determined by the star-formation model of Krumholz & McKee (2005). We also highlight the average value of SFRff ∼ 0.0058 as determined by
Krumholz & Tan (2007) from a compilation of galactic and extragalactic HCN observations. Symbols are as in Fig. 3. Errorbars on SFRff (±42%)
and LFIR (±30%) are shown. b) (Right panel) Same as a) but obtained based on the revised values of Σdense (in LIRGs/ULIRGs) and ΣSFR (in normal
galaxies) discussed in Sect. 6.

7.1.1. Case-I: standard conversion factors

If we assume that all HCN clouds have densities equal to
ncrit

HCN = 3 × 104 cm−3 (i.e., we take τ = 1) we can obtain SFRff
from Eq. (20). Figure 11a represents SFRff as a function of LFIR
obtained from the SFEdense values derived in Sect. 4, i.e., prior
to the correction of conversion factors discussed in Sect. 6. We
note that the distribution of SFRff lies noticeably below the range
predicted by the model, as shown in Fig. 11a. In addition to
this conspicuous downward shift, the deduced SFRff distribution
shows a systematic trend with LFIR and thus cannot be described
as random. The order of magnitude increase in SFRff from nor-
mal galaxies to LIRGs/ULIRGs is statistically significant and it
is about a factor of 7 higher than the typical uncertainty of in-
dividual data points (42%). The SFRff progression echoes the
SFEdense trend with LFIR discussed in Sect. 4.1.

To render a constant SFRff compatible with the order of
magnitude increase in SFEdense, the density of HCN clouds has
to change notably from normal galaxies to LIRGs/ULIRGs, as
nHCN(H2) scales as ∼SFE2

dense. We represent in the right Y axis
of Fig. 11a the value of nHCN(H2) required to fit observations,
assuming a fixed SFRff = 0.02 for all galaxies, which is close
to the average value predicted by the star-formation model of
Krumholz & McKee (2005). The required nHCN(H2) densities
span two orders of magnitude from normal galaxies (∼102 cm−3)
to LIRGs/ULIRGs (∼104 cm−3). These densities are exceedingly
low compared to ncrit

HCN; this poses a problem for the standard
scenario of collisional excitation of HCN lines. Extreme and
therefore unrealistic high opacities for HCN would be required
to compensate for the low densities: τHCN = 3–300. As an
additional relevant constraint, we would need to assume that
opacities are a factor 10–100 higher in normal galaxies com-
pared to LIRGs/ULIRGs. This requirement is at odds with the
commonly measured higher molecular abundances of extreme

starbursts (Combes 1991; Wild et al. 1992; Nguyen et al. 1992;
Krips et al. 2008; Graciá-Carpio et al. 2008). The current obser-
vational evidence contradicts the existence of these abnormally
low HCN densities, at least in the galaxies for which reliable es-
timates of nHCN(H2) exist (e.g., Tacconi et al. 1994; Sternberg
et al. 1994; Usero et al. 2004; Krips et al. 2008; Graciá-Carpio
et al. 2008).

Based on the new HCN observations presented in this work
and the use of standard conversion factors, we derive values
for SFRff and/or nHCN(H2) that are well below the theoreti-
cal expectations both for normal galaxies and LIRGs/ULIRGs.
Furthermore, the different densities required to fit the two
populations of galaxies with a common constant SFRff ∼ 0.02
are far from the values derived in observations.

7.1.2. Case-II: revised conversion factors

Figure 11b is similar to Fig. 11a but here SFRff values have been
obtained from the revised estimates of the conversion factors dis-
cussed in Sect. 6 for Σdense (in LIRGs/ULIRGs) and ΣSFR (in
normal galaxies). Not surprisingly, by adopting the revised con-
version factors the global distribution of SFRff is shifted upward
and, at the same time, the difference between normal galaxies
and LIRGs/ULIRGs is increased. Most of the LIRGs/ULIRGs
in Fig. 11b show now values of SFRff that lie within the range
predicted by Krumholz & McKee (2005) with HCN densities
very close to ncrit

HCN. The problem persists in the fit of normal
galaxies, however, where the predicted values for SFRff and/or
nHCN(H2) are still well below the expected range. The paradigm
of a common constant SFRff in all galaxies can only be saved if
we allow this parameter to be as low as ∼0.0035. In this scenario
the HCN densities fitting the observed efficiencies would range
from ncrit

HCN in normal galaxies to ∼106 cm−3 in LIRGs/ULIRGs.
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•  SFR	  per	  free-‐fall	  time	  εff	  =	  SFR	  /	  (Mgas/tff)	  ~	  0.01	  (factor	  of	  ~3	  
spread)	  over	  broad	  range	  of	  densities,	  environments	  

•  tlife	  <	  100	  tff,	  so	  GMCs	  disrupted	  at	  low	  overall	  SFE	  

Krumholz+	  
2012	   Garcia-‐Burillo

+	  2012	  

εff	  =	  0.01	  

εff	  =	  0.01	  

Left:	  Krumholz	  et	  al.,	  2012,	  ApJ,	  745,	  69;	  Right:	  	  Garcia-‐Burillo	  et	  al.,	  2012,	  A&A,	  539,	  A8	  
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map, while the ordinate is chiefly Hα. The small extinction
correction derived from the 24 µm data has a negligible effect
on the correlation. Also note that because we correct for dust
temperature when deriving the dust surface density, Σmol should,
in principle, also be independent of heating effects.

The molecular gas depletion time depends on the scale con-
sidered (Figure 2). On the smallest scales considered, r ∼ 12 pc,
the depletion time in the molecular gas is log[τmol

dep /(1 Gyr)] ∼
0.9 ± 0.6 (τmol

dep ∼ 7.5 Gyr with a factor of 3.5 uncertainty af-
ter accounting for observed scatter and systematics involved in
producing the H2 map as well as the geometry of the source).
As mentioned in the previous section, τmol

dep shortens when con-
sidering larger spatial scales due to the fact that the Hα and H2
distributions differ in detail, but are well correlated on scales of
hundreds of parsecs (Figure 1). On size scales of r ∼ 200 pc
(red squares in Figure 2), corresponding to very good resolu-
tion for most studies of galaxies beyond the Local Group, the
molecular depletion time is log[τmol

dep /(1 Gyr)] ∼ 0.2 ± 0.3, or
τmol

dep ≈ 1.6 Gyr. The depletion time on r ∼ 1 kpc scales (black
circles in Figure 2), corresponding to the typical resolution of
extragalactic studies, stays constant for the central regions of
our map (where the smoothing can be accurately performed),
log[τmol

dep /(1 Gyr)] ∼ 0.2±0.2. Thus, our results converge on the
scales typically probed by extragalactic studies. This constancy
reflects the spatial scales over which Hα and molecular gas are
well correlated. Although the precise values differ, a very similar
trend for τmol

dep as a function of spatial scale is observed in M 33
(Schruba et al. 2010). The further reduction of the depletion time
when considering the entire galaxy (τmol

dep ≈ 0.6 Gyr) reflects the
contribution from a component of extended Hα emission, which
is filtered out in the calibration of the SFR indicator (Calzetti
et al. 2007; Rahman et al. 2011). The SMC is on the high end
of the observed distribution of values for the fraction of diffuse
Hα, but fractions of 40%–50% are common in galaxies (e.g.,
Hoopes et al. 1999).

Within the uncertainties, our results are not significantly
different from the mean H2 depletion time obtained in studies
of molecule-rich late-type disks on 750 pc to 1 kpc spatial
scales, where τmol

dep ∼ 2.0 ± 0.8 Gyr averaged over regions with
molecular emission (SFE ≈ 5% within 0.1 Gyr; Bigiel et al.
2008, 2011; Leroy et al. 2008). This is the methodology used in
resolved studies of τmol

dep in more distant galaxies, and our results
are directly comparable.

This contrasts sharply with the results using the CO map
(black contours) obtained by the NANTEN telescope (Mizuno
et al. 2001), using a Galactic CO-to-H2 conversion (the as-
sumption in many extragalactic studies). The CO distribution is
offset by a factor of ∼40 from the H2 distribution. This offset
corresponds to the most common αCO implied by our dust-map,
αCO ≈ 185 M# (K km s−1 pc2)−1 (very similar to the global
αCO). Both values of αCO are broadly consistent with CO-to-H2
conversion factors obtained by previous dust continuum mod-
eling and virial mass techniques on large scales (Rubio et al.
1993; Israel 1997; Leroy et al. 2007a, 2011), though factors of
two to three discrepancy persist from study to study. They dif-
fer, however, from estimates based on small-scale virial masses
toward the CO-bright peaks, which tend to obtain values of αCO
closer to Galactic (Israel et al. 2003; Blitz et al. 2007; Bolatto
et al. 2008; Müller et al. 2010). This discrepancy between CO-
to-H2 conversion factor on the large and on the small scales can
be understood in terms of the existence and mass dominance of
large molecular envelopes poor in CO. Such envelopes are ex-
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Figure 3. Total gas star formation law in the SMC. The gray scale shows the
two-dimensional distribution of the correlation between ΣSFR and Σgas, where
Σgas is the surface density of atomic plus molecular gas corrected by helium. The
white contours indicate the correlation due to atomic gas alone, which dominates
the gas mass (and Σgas) in the SMC. The contour levels, and the dotted lines
indicating constant τ

gas
dep , are at the same values as in Figure 2. The dash-dotted,

dashed, and solid lines indicate the loci of the model by Krumholz et al. (2009c,
KMT09) for clumping factor by metallicity products cZ = 5, 1, and 0.2,
respectively. The first two bracket the behavior of most galaxies observed at
750 pc resolution (see KMT09, Figure 1), while cZ = 0.2 would be the value
expected for the SMC with unity clumping factor (a reasonable assumption
for the spatial resolution of the observations presented here, r ∼ 12 pc).
Note that the surface density at which H i starts to saturate in the SMC is
ΣH i ∼ 50 M# pc−2 (the typical surface density is ΣH i ∼ 85 M# pc−2 at the full
resolution of the H i data), considerably larger than the typical value in normal
metallicity galaxies where ΣH i ! 10 M# pc−2 (Bigiel et al. 2008, 2011). As a
consequence any use of a “standard” total-gas–star-formation correlation for the
SMC would dramatically underpredict total gas surface densities, or overpredict
star formation activity. This is not true for molecular gas, as we discuss in the
previous figure.

pected at all metallicities (Glover & Mac Low 2011), and at the
low metallicity of the SMC they likely constitute the dominant
reservoir of molecular gas (Wolfire et al. 2010).

3.3. Relation between Total Gas and Star Formation

Figure 3 shows the total gas star formation law for the
SMC, the relation between ΣSFR and total (H i + H2) gas
surface density Σgas, as well as ΣSFR versus ΣH i (which is
almost the same, as atomic gas dominates). This relationship
may be more complex than the molecular star formation law,
resulting from a combination of phase balance in the ISM and
the relative efficiencies of different types of gas at forming
stars. Using a power-law ordinary least-squares bisector fit
we find that log(ΣSFR) = (2.2 ± 0.1) log(Σgas) + (−6.5 ± 0.1)
for Σgas > 10 M# pc−2 at the full spatial resolution of the
observations. This is very similar to the typical 1 + p ≈ 2 slope
measured for this relation in H i-dominated regions of galaxies
(Bigiel et al. 2010b), or the typical power-law index of the ΣSFR
to ΣH i relation observed in faint dwarfs by Roychowdhury et al.
(2009).

Thus, the relation between ΣSFR and Σgas is steep in the
SMC, and similar to ΣSFR versus Σgas at low surface density
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Figure 8. Sampling data for all seven spiral galaxies plotted together. Top left: ΣSFR vs. ΣHI; top right: ΣSFR vs. ΣH2; middle right: ΣSFR vs. Σgas. The bottom-left and
right panels show ΣSFR vs. Σgas using Hα and a combination of Hα and 24 µm emission as SF tracers, respectively (for a subsample of six spirals). The sensitivity
limit of each SF tracer is indicated by a horizontal dotted line. The black contour in the bottom panels corresponds to the orange contour in the middle-right panel and
is shown for comparison. The vertical dashed lines indicate the value at which ΣHI saturates and the vertical dotted lines (top-right and middle-left panels) represent
the sensitivity limit of the CO data. The diagonal dotted lines and all other plot parameters are the same as in Figure 4. The middle-left panel shows histograms of the
distributions of H i and H2 surface densities (normalized to the total number of sampling points above the respective sensitivity limit) in the sample.

Local	  group	  
spirals:	  Bigiel
+	  2008	  
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function of cloud mass in Figure 13. On average, the surface
densities of the clouds are larger than are seen in theMilkyWay,
with a mean value of 250 ! 15 M" pc#2, significantly higher
than the value of 100 M" pc#2 seen in the Milky Way (Blitz
1993) and M33 (Rosolowsky et al. 2003). In addition, the sur-
face density is not constant with mass, which must be true if the
clouds in the galaxies are self-gravitating but do not follow the
same line width–size relationship as is observed in the Local
Group. We find that

!H2
/ M 0:7!0:2;

meaning that high-mass molecular clouds are systematically
smaller and denser than would be expected from the extrap-
olation of trends seen in the Local Group. Moreover, an in-
creased surface density of molecular gas also implies that the
internal pressures of the molecular clouds are larger than are
typical in the Local Group. We estimate the internal pressures
of these clouds:

Pint

k
$ h!i"2

v ¼ 212 cm#3 K
M

M"

! "
Re

pc

! "#3 "V

km s#1

! "2

: ð2Þ

We find a mean internal pressure of 106 K cm#3, an order of
magnitude larger than the value inferred for Milky Way GMCs
(Blitz 1993). However, an important quantity for comparison
with the internal pressure is the mean external pressure exerted
on the cloud by the ISM of M64. Blitz & Rosolowsky (2004)
formulated an expression for the midplane hydrostatic pres-
sure of the disks of galaxies:

Pext

k
¼ 272 cm#3 K

!gas

M" pc#2

! "
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M" pc#2

! "0:5

;
vg

km s#1

h(
pc

! "#0:5

; ð3Þ

where vg is the one-dimensional velocity dispersion of the gas,
h( is the stellar scale height, and !( is the stellar surface density.
We assume a gas velocity dispersion of vg ¼ 8 km s#1, corre-
sponding to the line width of forbidden line emission in Rix et al.
(1995). We derive an upper limit for the pressure by assuming an
h( of 300 pc, typical of disk galaxies (Blitz & Rosolowsky
2004). We measure !( derived from the Two Micron All Sky
Survey Large Galaxy Atlas image of M64 (Jarrett et al. 2003)
assuming MK /LK ¼ 0:5 (Bell & de Jong 2001). Finally, we
take !g ¼ !H2

þ !H i. We calculate !H2 from the 13CO surface
density profile and use !H i ¼ 10 M" pc#2 as measured in Braun
et al. (1994). With these data, we compare the internal pressures
of molecular clouds to the external pressure at the position of
the cloud and find that the clouds are overpressured relative to
the external medium by at least a factor of 2.

If we refine this estimate, the difference between Pint and Pext

grows larger. Of particular note, this estimate has included the
contribution of the gas in self-gravitating molecular clouds in
the contribution to the external pressure. These clouds likely
do not contribute to the hydrostatic support of the ISM. Since
this gas dominates the local column density, the actual external
pressure is likely significantly smaller than the above estimate.
If we use the estimate that 25% of the molecular gas is found in
the diffuse component (x 5.1) and assume that self-gravitating
clouds do not contribute to the hydrostatic support of the ISM,
then the clouds have internal pressures higher than the local
ISM by a factor of 12, similar to the margin by which solar
neighborhood GMCs are overpressured with respect to the lo-
cal ISM (Blitz 1993). Recent star formation activity will de-
crease the mass-to-light ratio and therefore the mass estimate
of the stellar disk, also reducing the external pressure. The cen-
tral concentration of mass in GMCs tends to increase the inter-
nal pressures. Finally, the stellar scale height is likely larger
than the 300 pc typical of galactic disks because of the presence
of a significant bulge in the galaxy across the inner $300 pc
(Möllenhoff & Heidt 2001).

Because the clouds are significantly overpressured with re-
spect to the ambient medium, we take this as a final piece of
evidence that the clouds are self-gravitating and that the lu-
minosity traces molecular mass with conversion factors com-
parable to Milky Way values. Adding this to the agreement
between the luminous and dynamical mass estimates and the
small line widths of the clouds, there is good evidence that
molecular clouds identified by this method are gravitationally
bound. The masses of many clouds are significantly larger than
are seen in the disk of theMilkyWay, where galactic tides set an
upper limit to the mass of a GMC (Stark & Blitz 1978). There is
significant shear in the inner disk of M64 that may disrupt the
clouds, so we measured the tidal acceleration across each of the
GMCs. We find that the clouds in Table 3 are marginally stable
against tides using the methods of Stark & Blitz (1978). All
clouds at Rgal > 400 pc are very stable against tidal disruption.
We conclude that these clouds are the analogs of the GMCs seen
in the Milky Way, but they have significantly different macro-
scopic properties.

4.3. Robustness of the Results

Several assumptions and choices have been incorporated
in the conclusion that the molecular clouds observed in M64
are self-gravitating structures, analogous to high-mass GMCs.
However, the principal results of our study do not change even
if we relax these assumptions.

The largest influence on our cloud properties is the choice of
the decomposition algorithm. The algorithm we developed has

Fig. 13.—Scaling of molecular surface density (!H2) with luminous mass
M13CO. The molecular clouds in M64 have significantly higher surface den-
sities than do clouds in the Milky Way. Moreover, the surface density is not
constant with mass, as is necessary if the clouds are self-gravitating, but
follow a different size–line width relationship from clouds in the Local Group.
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Physical	  and	  star	  formation	  
properties	  vary	  near	  galactic	  
centers,	  in	  starburst	  galaxies,	  and	  
at	  low	  metallicity	  

M64:	  Rosolowsky	  
&	  Blitz	  2005	  

Top:	  Rosolowsky	  &	  
Blitz,	  2005,	  ApJ,	  623,	  
826	  

Bottom	  left:	  Bigiel	  et	  
al.,	  2008,	  AJ,	  136,	  2846	  

Bottom	  right:	  Bolatto	  et	  
al.,	  2011,	  ApJ,	  741,	  12	  
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HOW	  DO	  MOLECULAR	  CLOUDS	  
FORM?	  

Question	  2:	  



Local	  converging	  flows	  I	  
Vazquez-‐
Semadeni+	  
2011	  

Vazquez-‐Semadeni	  et	  
al.,	  2011,	  MNRAS,	  414,	  
2511	  



Local	  converging	  flows	  II	  

•  Local	  turbulence	  or	  feedback	  (e.g.	  SN	  blast	  
wave)	  triggers	  collision	  of	  warm	  HI	  streams	  

•  Density	  rise	  triggers	  transition	  to	  cold	  HI,	  then	  
H2	  once	  column	  exceeds	  ~1021	  cm−2;	  H2	  
formation	  and	  star	  formation	  simultaneous	  	  

•  Maximum	  mass	  ~	  mean	  ISM	  surface	  density	  x	  
H2	  ~	  104	  M¤;	  can’t	  produce	  the	  big	  GMCs	  that	  
contain	  most	  of	  the	  mass	  



Cloud	  collisions	  in	  spiral	  arms	  I	  

Left:	  Dobbs	  &	  Pringle,	  2013,	  MNRAS,	  432,	  653;	  right:	  Dobbs	  et	  al.,	  2012,	  MNRAS,	  425,	  2157	  

Dobbs	  &	  Pringle	  2013	   Dobbs+	  2012	  



Cloud	  collisions	  in	  spiral	  arms	  II	  

•  Collisions	  slow	  except	  in	  spiral	  arms,	  where	  
rate	  is	  enhanced	  by	  orbit	  crowding	  

•  Can	  build	  >	  106	  M¤	  clouds	  in	  such	  regions	  
•  Explains	  why	  many	  GMCs	  are	  counter-‐
rotating	  relative	  to	  galaxy	  

•  Produces	  right	  cloud	  mass	  spectrum	  
•  Operation	  unclear	  in	  flocculent	  galaxies	  
without	  big	  stellar	  spiral	  potential	  



Gravitational	  and	  
magneto-‐Jeans	  
instability	  I	  

Left:	  Li	  et	  al.,	  
2005,	  ApJ,	  626,	  
823	  
	  
Right:	  Kim	  &	  
Ostriker,	  2006,	  
ApJ,	  646,	  212	  

Kim	  &	  Ostriker	  2006	  

Li+	  2005	  



GI	  and	  MJI	  II	  
•  Non-‐axisymmetric	  instability	  occurs	  when	  Q	  =	  
κceff/πGΣ	  <~	  1.5	  

•  GI	  makes	  ~107−8	  M¤	  clouds	  without	  spiral	  
structure;	  smaller	  clouds	  	  from	  fragmentation	  

•  MJI:	  works	  in	  arms	  w/low	  shear,	  B	  fields	  
counter	  Coriolis;	  high	  Σ	  allows	  ~106	  M¤	  clouds	  

•  Naturally	  explains	  spurs,	  “beads	  on	  a	  string”	  
HII	  regions,	  low	  GMC	  spins	  (magnetic	  braking)	  

•  Full	  cloud	  mass	  spectrum	  not	  yet	  determined	  



Parker	  +	  thermal	  instability	  
•  Buoyancy	  makes	  B	  field	  

lines	  rise	  out	  of	  plane,	  gas	  
collects	  in	  valleys	  

•  For	  isothermal	  medium	  
density	  enhancement	  only	  
factor	  of	  a	  few	  

•  TI	  allows	  runaway	  cooling	  
(cf.	  colliding	  flows)	  

•  Makes	  ~105	  M¤	  clouds	  

•  May	  not	  work	  in	  turbulent	  
or	  multiphase	  medium	  

Mouschovias	  et	  al.,	  2009,	  MNRAS,	  397,	  14	  

Mouschovias+	  2009	  



Forming	  H2	  and	  CO	  
HI,	  CII	  
H2,	  CII	  

T	  >~	  100	  K	  
T	  ~	  20-‐50	  K	  

H2,	  CO	  

T	  ~	  10	  K	  

•  H2	  forms	  on	  dust	  grains,	  
dissociated	  by	  FUV;	  dominates	  
only	  in	  dense,	  shielded	  regions	  

•  CO	  forms	  in	  gas,	  requires	  H2,	  
also	  FUV	  dissociated	  

•  Layered	  structure:	  HI	  +	  CII	  with	  
column	  Σ	  ~	  10/Z	  M¤	  pc−2,	  then	  
H2	  +	  CII,	  then	  H2	  +	  CO	  

•  Dust	  abundance	  matters	  a	  lot	  

•  Unclear	  whether	  /	  when	  non-‐
equilibrium	  chemistry	  important	  

The Astrophysical Journal, 748:75 (23pp), 2012 April 1 Lee et al.

Figure 12. RH2 as a function of ΣH i + ΣH2. All data points in the rectangular boxes (see Figure 10) are used for plotting. The median 3σ values of RH2 and ΣH i + ΣH2
for the whole Perseus cloud are shown as the black dashed lines. The best-fit model curves determined in Section 7.2.1. are shown in red. The best-fit parameters are
summarized in the lower right corner of each plot. Left top: B5; right top: IC348; left bottom: B1E.
(A color version of this figure is available in the online journal.)

derived using Equation (17) with the assumption of φmol = 10
and Z′ = 1 for all dark and star-forming regions. The fiducial
value φmol = 10 was adopted following the discussion in
KMT09. We note that φmol does not make a significant change
in RH2. For example, between φmol = 10 and 50, RH2 at
ΣH i + ΣH2 = 100 M" pc−2 only varies by a factor of 1.1.
Our assumption of a single Z′ = 1 is based on the result of
González Hernández et al. (2009) and our DGR investigation
in Section 4.5. González Hernández et al. (2009) studied the
chemical composition of Černis 52, an A3 V-type star in the
direction of Perseus and derived a metallicity of [Fe/H] =
−0.01 ± 0.15 (corresponding to 0.7–1.4 Z"). They determined
a distance to Černis 52 of 231+135

−85 pc and in conjunction with
the radial velocity information concluded that Černis 52 is likely
a member of IC348. As a single DGR fits most of the diffuse
regions in Perseus, there is probably no significant variation of
Z′ across the cloud. Therefore, we adopt Z′ = 1 for all dark
and star-forming regions in Perseus throughout this paper and
constrain only φCNM from our fitting.16

We performed Monte Carlo simulations to determine the best-
fit curves with consideration of uncertainties in both RH2 and
ΣH i + ΣH2. We added random offsets to RH2 and ΣH i + ΣH2 and

16 We have attempted to determine the best-fit curve for RH2 versus ΣH i + ΣH2
by using both Z and φCNM as free parameters but have found that the results
are consistent with the case of Z′ = 1, and varying φCNM within 1σ .

Table 1
Fitting Results for RH2 vs. ΣH i + ΣH2

Region φCNM
a

B5 9.61 ± 1.32
IC348 8.37 ± 0.88
B1E 8.32 ± 1.22
B1 7.95 ± 1.06
NGC 1333 6.26 ± 0.82

Note. a Uncertainties in φCNM are estimated from the
distribution of simulated 1000 φCNM.

repeated this process 1000 times. For each variable, offsets were
drawn from a Gaussian distribution with the standard deviation
equal to the measured noise. For each realization, we determined
the best-fit curve by assuming φmol = 10 and Z′ = 1 and
finding a φCNM that minimizes the sum of the squares of the
residuals. IDL routine mpfitfun (Markwardt 2009) was used
for the fitting. Finally, we estimate the median φCNM among the
simulated 1000 φCNM and use it as the best-fit parameter. We
summarize this best-fit φCNM for each region in Table 1.

7.2.2. Fitting Results

We find that φCNM ranges from ∼6 to ∼10. As φCNM
determines the typical CNM number density via nCNM =

15

Lee+	  2012	  

Lee	  et	  al.,	  2012,	  ApJ,	  745,	  75	  
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Do	  H2,	  CO	  matter	  for	  SF?	  

Krumholz+	  2011	  

12 S. C. O. Glover and P. C. Clark

Nevertheless, the differences between the star formation histories
of the clouds simulated in these four runs are relatively small, despite
the significant differences that exist in the chemical make-up of the
clouds. The presence of H2 and CO within the gas appears to make
only a small difference in the ability of the cloud to form stars.
Furthermore, the fact that a cloud that does not form any molecules
is not only able to form stars, but does so with only a short delay
compared to one in which all of the hydrogen and a significant
fraction of the carbon is molecular is persuasive evidence that the
formation of molecules is not a prerequisite for the formation of
stars.

Examination of the nature of the stars formed in these four sim-
ulations is also informative. Naively, one might expect that in the
absence of molecular cooling, or more specifically CO cooling, the
minimum temperature reached by the star-forming gas would be
significantly higher. If so, then this would imply that the value of
the Jeans mass in gas at this minimum temperature would also be
significantly higher. It has been argued by a number of authors (e.g.
Jappsen et al. 2005; Larson 2005; Bonnell, Clarke & Bate 2006) that
it is the value of the Jeans mass at the minimum gas temperature in
a star-forming cloud that determines the characteristic mass in the
resulting initial mass function (IMF). Following this line of argu-
ment, one might therefore expect the characteristic mass to be much
higher in clouds without CO. However, our results suggest that this
is not the case. In runs C, D1 and D2, the mean mass of the stars that
form is roughly 1–1.5 M! (Fig. 1, bottom panel) and shows no clear
dependence on the CO content of the gas. Indeed, the mean mass
is slightly lower in run C, which has no CO, than in run D2, which
does. The mean stellar mass that we obtain from these simulations
is slightly higher than the characteristic mass in the observation-
ally determined IMF, which is typically found to be somewhat less
than a solar mass (Chabrier 2001; Kroupa 2002). However, this is
a consequence of our limited mass resolution, which prevents us
from forming stars less massive than 0.5 M!, and hence biases our
mean mass towards higher values. (We return to this point in Sec-
tion 3.3.) In run B, we again find a greater difference in behaviour,
but even in this case, the mean stellar mass remains relatively small,
at roughly 2 M!. It therefore appears that the presence or absence
of molecules does not strongly affect either the star formation rate
of the clouds or the mass function of the stars that form within them.

Conspicuous by its absence from our discussion so far has been
run A, the run in which we assumed that the gas remained optically
thin throughout the simulation. In this run, we find a very different
outcome. Star formation is strongly suppressed, and the first star
does not form until t = 7.9 Myr, or roughly three global free-fall
times after the beginning of the simulation. The results of this run
suggest that it is the ability of the cloud to shield itself from the
effects of the ISRF, rather than the formation of molecules within
the cloud, that plays the most important role in regulating star
formation within the cloud (cf. Krumholz, Leroy & McKee 2011).

3.2 Thermal and chemical state of the gas

3.2.1 Temperature distribution

In order to understand why molecular gas appears to be of only
very limited importance in determining the star formation rate, it is
useful to look at the thermal state of the gas in the different runs
at the point at which they begin forming stars. This is illustrated in
Fig. 2 for runs B, C, D1 and D2. For comparison, we also show the
temperature distribution of the gas in run A at t = 2.3 Myr (i.e. at
a similar time to the other four runs, albeit roughly 5.6 Myr before

Figure 2. Gas temperature plotted as a function of n, the number density of
hydrogen nuclei, in runs B, C, D1 and D2 (panels 2–5) at a time immediately
prior to the onset of star formation in each of these runs. Note that this
means that each panel corresponds to a slightly different physical time. For
comparison, we also plot the temperature of the gas as a function of density
in run A (panel 1, at the top) at a similar physical time, t = 2.3 Myr, although
in this case, this is long before the cloud begins to form stars.

run A itself begins to form stars). The first point to note is the basic
similarity of the temperature distribution in most of the runs. In runs
B, C, D1 and D2, the temperature decreases from roughly 100 K at n
∼ 10 cm−3 to 10 K at n = 105 cm−3 and to 8 K at n = 106 cm−3. This
corresponds to a relationship between temperature and density that
can be approximated as T ∝ ρ−0.25 at n < 105 cm−3, or a relationship
between pressure and density P ∝ ρ0.75, in good agreement with
the relationship P ∝ ρ0.73 proposed by Larson (1985, 2005). The
fact that the effective equation of state of the gas is significantly
softer than isothermal (i.e. P ∝ ρ) means that the local Jeans mass
decreases rapidly with increasing density within the cloud, a factor
which is known to greatly assist gravitational fragmentation (see

C© 2012 The Authors, MNRAS 421, 9–19
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Glover	  &	  
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•  CO:	  no!	  CO-‐SF	  correlation	  fails	  at	  low	  Z,	  
CO	  forms	  rapidly,	  not	  needed	  for	  cooling	  

•  H2	  :	  ?	  	  H2-‐SF	  still	  correlated	  at	  low	  Z,	  but	  
probably	  because	  shielding	  matters	  for	  
both	  H2	  and	  SF	  

Left:	  Krumholz	  
et	  al.,	  2011,	  ApJ,	  
731,	  25	  
	  
Right:	  Glover	  &	  
Clark,	  2012,	  
MNRAS,	  	  421,	  9	  

No	  shielding	  

No	  H2,	  no	  CO	  

H2,	  no	  CO	  

H2	  and	  CO	  

H2	  and	  CO	  



WHAT	  PROCESSES	  CONTROL	  
GMC	  STRUCTURE,	  EVOLUTION,	  
AND	  DISSOLUTION?	  

Question	  3:	  



Morphological	  evidence	  

N. Schneider et al.: DR21 filament

Fig. 15. Left: color plot of infall velocity. The red contour line indicates the thermal sound speed of 0.2 km s−1. Grey triangles mark mm-continuum
sources. The two red lines indicate the cuts where we model spectra (Sect. 5.3). The cuts were selected to cross the center of each ellipse. Middle:
contours of infall velocity (levels are 0.3, 0.5, 0.7 km s−1) overlaid on a plot of line-integrated N2H+ intensity determined from a Gaussian line fit
to the –3 km s−1 component. It becomes obvious that the highest infall velocities are offset from density maxima. Right: mm-continuum emission
map taken from Motte et al. (2007), where the two ellipses indicate the clumps considered for modeling and calculating infall properties. Note that
all plots cover exactly the same area and have the same scales.

both turbulence and infall broaden the line, their parameter space
must be explored carefully.

For the HCO+ abundance, we take a value of X(HCO+) 1–
5 × 10−9 (e.g. Marseille et al. 2008) and adopt an isotope ra-
tio 12C/13C = 67 (e.g. Lucas & Liszt 1998). However, HCO+
is known to be depleted in cold environments and at densities
higher than ∼105 cm−3 (Tafalla et al. 2002). We expect this hap-
pens in Clump-16 but to a lesser extent in Clump-14 since this
region contains a hot core. We thus introduce a threshold density
ntresh in our model, with a sharp jump in the abundance profile
if n > ntresh. The depletion factor is assumed to be in the range
1–100.

Our strategy to constrain the infall speed was to vary the de-
pletion ratio, the abundance, and the threshold density (between
the given limits). To determine the best fit to the model, we per-
formed a reduced χ2-test.

5.3.2. Results

Figures 16 and 17 show the observed and modeled spectra of
HCO+ and H13CO+ for Clump-14 and Clump-16, respectively.
For better orientation, the two cuts are indicated in Fig. 15.
Table 2 summarizes the explored parameter space and gives the
results for the best fitting model. We note that the spectra of
both sources have broad wings caused by outflow emission that
we did not account for in our modeling.

Table 2. Results of Simline modelling where α2 is the density profile ex-
ponent at the transition to the subthermal layer and X(HCO+ the HCO+
abundance.

Clump-14 Clump-16
total mass 4900 M$ 3346 M$
size 0.52 pc 0.615 pc
density profile (α2) –8.0 –8.0
mass-averaged T 20 K 15 K
β –0.6 –0.5
line width 2.5 km s−1 1.5 km s−1

X(HCO+) 2.5 × 10−9 2.5 × 10−9

12C/13C 67 67
depletion ratio 7 28
τHCO+ 25 26
τH13CO+ 0.81 0.99
vinf –0.6 km s−1 –0.5 km s−1

Clump-14
For Clump-14, our best-fit model closely reproduces the spectral
lines of HCO+ (τ ∼ 25) and H13CO+ (τ ∼ 0.8). It was necessary
to use a rather large outer layer to reproduce well the absorption
dip, which extends to R ∼ 0.9 pc increasing by 20% the mass of
our model. We found that a temperature profile of β ∼ −0.6 and
a mass-averaged temperature of 20 K provides a closest fit to our
data, where the discrepancy in the peak intensity of the lines is
smaller than 20%. This also indicates that the inner part of this
clump tends to be hotter, reaching up to ∼100 K in the central
part.
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N. Schneider et al.: DR21 filament

Fig. 20. Results of a hydrodynamic turbulence simulation by Federrath et al. (2009), considering only compressive (curl-free) forcing. The Mach
numbers reached in this simulation are comparable to the typical Mach numbers observed in the DR21 filament. The color-coded velocity disper-
sion is in units of the sound speed, while contours of column density are overlaid on it. The simulation was performed with the grid code FLASH3
and used 10243 computational elements. This figure can be directly compared to Fig. 15 (middle panel), also showing a prominent offset between
the maxima of velocities and column densities.

gravity as the flowing material approaches the main filament. At
larger distances, the effect of large-scale magnetic fields could
be the cause that keeps it in an almost east-west direction (see
Sect. 6.3).

As shown in Sect. 6.1, we are able to explain the spatial dis-
placement between the maximum of the velocity dispersion and
the dense gas and the velocity field of the DR21 filament in the
context of supersonic isothermal simulations that do not include
self-gravity. However, models of isothermal, non-magnetic, but
self-gravitating turbulence produce a velocity divergence of typ-
ically 0.6 km s−1 pc−1 for a 1 pc region (Vazquez-Semadeni et al.
2008). The authors propose that the assumption that the veloc-
ity dispersion is produced only by random motion is incomplete
and that even in the presence of driven turbulence a part of the
observed velocity dispersion is caused by clump-scale inward
motions due to gravitational collapse. In this large-scale inflow
(LSI) scenario, the velocity field on all scales includes a signifi-
cant inflow component.

6.3. Role of magnetic field: MHD with self-gravity modeling

We observed several sub-filaments that are attached to the DR21
filament (Sects. 4.2). The orientation of the sub-filaments is
not arbitrary: they follow the magnetic field lines that run or-
thogonal to the NS-orientated DR21 filament (Vallée & Fiege
2006; Kirby 2009). Magnetohydrodynamic turbulence models
precisely produce such filamentary structures (Fig. 21) that are
aligned with the magnetic field (Fig. 22). Hennebelle & Audit
(2008) found that self-gravitating MHD models produce more
filamentary structures than purely hydrodynamic models. These
numerical simulations were specifically designed for this object
and the initial conditions resemble those used in Peretto et al.
(2007). They consist of an elongated clump with an initial aspect
ratio of 2 and a density profile ρ(r, z) = ρ0/(1+ (r/r0)2+ (z/z0)2),
where r =

√
(x2 + y2), z0 = 2r0, r0 = 5 pc and ρ0 = 500 cm−3.

The density at the edge of the cloud is equal to 50 cm−3 and is
10 times lower than the value outside the cloud. Turbulence is
seeded initially in such a way that the clump is approximately in
virial equilibrium. The initial temperature is 10 K and the clump
is threaded by a magnetic field parallel to the x-axis. Its inten-
sity is proportional to the cloud column density and the peak
value is about 7 µG making the magnetic energy about 4 times
lower than the turbulent one and 5 times higher than the thermal
energy. This simple initial configuration for the magnetic field
is suggested by the observations of Vallée & Fiege (2006), who
show that the magnetic field is indeed perpendicular to the major
axis of DR21. The simulation was performed with the Ramses
code (Teyssier 2002, Fromang et al. 2006). Since the cloud oc-
cupies a small fraction (about 5 percent) of the computational
domain, the following strategy is adopted. Initially a uniform
1283 computational grid is used (level 7). Then, all the cells of
density above 10 cm−3 and 40 cm−3 are refined to the level 8 and
9, respectively. This ensures that initially the clump is described
with about 3×106 computing cells. As the collapse proceeds, the
resolution is adjusted requiring at least 10 cells per Jeans length
up to level 14.

In the left-hand panel of Fig. 21, the distribution of the col-
umn density is shown and in the right-hand figure panel, the
velocity field vectors are overlaid on top. The column den-
sity is smoothed to a beam of ∼0.1 pc angular resolution (that
of the IRAM 30 m molecular line observations). The resem-
blance to the DR21 filament is evident with an elongated verti-
cal main filament and several subfilaments attached to it. Several
clumps/cores (size scales <0.5 pc) with high H2 column densi-
ties (>1024 cm−2) have formed in the filament, in agreement with
our observations.

Figure 22 shows the mean velocity dispersion, the mean ve-
locity field along the line of sight, and the averaged magnetic
field. For the velocity dispersion σ, we observe the same off-
set between regions of high density and σ as seen in Fig. 20.
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N. Schneider et al.: DR21 filament

Fig. 22. Results from the same MHD turbulence model (Hennebelle et al.; Teyssier 2002; Fromang et al. 2006) shown in Fig. 20. Top: velocity
dispersion (left) and velocity field (right). Bottom: magnetic field with field vectors overlaid on it.

in the complex, the i.e., massive dense cores, using PdBI data
(Csengeri et al., in prep).

To distinguish the formation scenarios more clearly on large
scales, it is not clear which other observational signatures can
be expected. The DR21 filament itself is already a rather dense
structure and in order to detect residues of the formation pro-
cess, it is neccessary to inspect the distribution of low-density,
subsonic gas using atomic hydrogen and low-density tracers
such as 12CO. We will address this point in a subsequent paper
(Csengeri, Hennebelle et al., in prep.).

7. Summary and conclusions

We have presented a detailed molecular line study of the
molecular ridge containing the star-forming regions DR21 and
DR21(OH). This ridge is embedded in a large-scale network of
filamentary structures, revealed by our maps of 13CO 1→ 0, CS
2 → 1, and N2H+ 1 → 0 emission obtained with the FCRAO.
It is the most massive (around 30 000 M") and dense (average
density ∼104 cm−3) filament within the region and is labeled
by us the “DR21 filament”. Several sub-filaments are linked to
the DR21 filament, the most massive one runs orthogonal to the
North-South oriented ridge and has a mass (determined from
13CO 1 → 0) of 2600 M" and an average density of 690 cm−3.
Its inferred dynamical time is ∼2 × 106 yr.

Higher angular resolution IRAM molecular line observa-
tions in HCO+, H13CO+, 12CO/13CO 2 → 1, C34S, N2H+, and
H2CO resolve the detailed structure of the DR21 filalment. The
H13CO+ 1 → 0 data show how the sub-filament seen in 13CO
connects directly to the DR21(OH) clump. From the 12CO 2→ 1
line mapping, we confirmed the known outflow sources DR21
and DR21(OH) and detected three new ones, correlated with the
mm-continuum sources N53, N44, and N45 (Motte et al. 2007).
The HCO+ 1 → 0 line shows self-absorbed lines across the
whole filament. Since optically thin lines peak in the gap and
the blue wing of HCO+ is more intense than the red one, we
conclude that this emission feature is due to infalling gas. The
typical infall speed, determined with a simple method described
in Myers et al. (1996), is 0.6–0.8 km s−1. A more sophisicated
non-LTE modelling of the HCO+ and H13CO+ lines using the
Simline radiative transfer code yields an infall speed of 0.5 and
0.6 km s−1 for the northern and southern part of the DR21 fila-
ment (but excluding the DR21 region itself), respectively.

The kinematic structure of the DR21 filament is remarkable.
We measured, using the N2H+, H13CO+, and HCO+ maps, the
highest values of the velocity dispersion in a vertical column
of low column density gas that is offset from the dense clumps
seen in N2H+. These results can be explained if the filament
was produced by turbulent flows. In this case, the densest gas
has been shocked and slowed down so that the largest velocity
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•  Filaments	  with	  
converging	  flows	  
toward	  /	  along	  them	  

•  Offset	  maxima	  of	  
velocity,	  col.	  density	  

•  Origin	  unclear:	  HD	  
turbulence	  w	  /	  no	  
self-‐gravity	  and	  
free-‐fall	  magnetized	  
collapse	  both	  fit!	  

•  Need	  statistical	  
measures	  

All	  figures:	  Schneider	  et	  al.,	  2010,	  A&A,	  520,	  A49	  

DR21:	  Schneider+	  
2010;	  color	  =	  
integrated	  intensity,	  
contours	  =	  velocity	  	   HD	  turbulence	  

MHD	  collapse	  



Non-‐thermal	  motions	  

•  σ	  ~	  1	  –	  10	  km	  s−1	  on	  L	  ~	  10	  pc	  scales	  
•  Viscosity	  υ	  ~	  1016	  cm2	  s−1,	  so	  Re	  ~	  LV	  /	  υ	  ~	  109:	  
flow	  inevitably	  turbulent	  

•  Turbulence	  decays,	  so	  why	  is	  σ	  so	  large?	  	  
•  Possibilities:	  
– Global	  gravitational	  collapse	  
– External	  driving	  (e.g.,	  accretion,	  collisions)	  
–  Internal	  energy	  injection	  from	  SF	  feedback	  



Global	  collapse	  
•  Colliding	  flows	  of	  warm	  

gas	  drive	  turbulence	  via	  
NLTSI	  

•  Gravity	  takes	  over,	  chaotic	  
collapse	  follows	  

•  Linewidths	  reflect	  collapse	  

•  Easily	  explains	  linewidths	  

•  Getting	  right	  εff	  depends	  
on	  details	  of	  feedback	  
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lead to compression, strong cooling and rapid fragmentation due
to a combination of dynamical and thermal effects. The isolated
cloud forming out of this collision is mildly turbulent, and
with increasing mass it submits to global gravitational collapse
perpendicularly to the inflows. The finite cloud geometry leads
to a sweep-up of material due to global gravitational edge
focusing (see Burkert & Hartmann 2004), resulting in the
formation of a dense filament at the cloud edge (see Figure 1
of Heitsch & Hartmann 2008). As we will show below, the gas
infall onto the filament itself is roughly cylindrical. It is the infall
of gas onto this filament which we are interested in.

This formation mechanism is able to reproduce some of the
salient properties of molecular clouds, namely their internal
turbulence, the predominantly filamentary structure of their
dense gas, and the observed rapid onset of “star” formation in the
clouds. The setup is rather generic and is physically equivalent
to, e.g., the collision of two supernova shells, the sweep-up of
gas by an expanding shell (e.g., Patel et al. 1998), or gas swept
up in spiral arms of galaxies (Elmegreen 1979, 2007; Kim et al.
2003; Dobbs & Bonnell 2007).

With a box size of 22×442 pc and a resolution of 256×5122

cells, our simulation does not have the spatial resolution to
directly model the small cores seen in the Pipe, since it does
not reach the required densities and temperatures. Yet, we can
use it to check the approximate validity of the simplistic model
of infall onto a filament described in the previous section under
more realistic conditions, including the cloud’s evolution and
global gravitational collapse.

To compare the gas infall in our simulation to the physically
appropriate tracer, we estimate the 13CO line emission from
the model cloud. For this estimate, we make a simple approx-
imation, motivated by the notion that CO formation requires
shielding by dust grains (see Heitsch & Hartmann (2008) for
more details). We decide whether CO is “present” in a particular
grid cell by determining the attenuation of the ambient radiation
field integrated over solid angles. If the effective extinction is
equivalent to that of an angle-averaged AV = 1 and the local
temperature is T < 50 K, we assume CO is present in high
abundance. Because CO is rapidly dissociated at lower extinc-
tions (van Dishoeck & Black 1988), we do not advect CO for
simplicity. The radiation field at each grid point is calculated by
measuring the incident radiation for a given number of rays and
averaging over the resulting sky. The ray number is determined
such that at a radius corresponding to nc = 256 cells (i.e., half
the size of the larger box dimensions), each resolution element
of the Cartesian model grid is hit by one ray, i.e., nray = 4πn2

c .
Thus, fine structures and strong density variations are resolved
(see also Heitsch et al. 2006a). With the distribution of CO
thus determined, we apply a three-dimensional version of the
radiative transfer Monte Carlo code by Bernes (1979), as im-
plemented by Mardones et al. (2010, in preparation). The code
determines the level populations by assuming statistical equi-
librium between collisions and radiation. The collision rates
are taken from the Leiden Atomic and Molecular Database.5
To lower the computational needs, we reduce the resolution of
the original data cube by a factor of 2. After few tens of itera-
tions, the level populations converge, and the line profiles in an
arbitrary direction can be obtained.

Figure 1 shows the velocity-integrated emission (grayscale)
of the 13CO-map for a model cloud assembled by large-scale

5 http://www.strw.leidenuniv.nl/∼moldata/

Figure 1. Total intensity map (in K km s−1) of 13CO emission from the model
cloud, seen along the inflows. Line-of-sight velocity spectra are overplotted for
regions with I ! 2.5 K km s−1. The numbers refer to Table 1.

colliding flows (model Gf2 of Heitsch et al. 2008b, at t =
14.5 Myr). The view is along the inflow (x) direction, and the
frames measure 12 pc across. Overplotted are the spectra for
regions with Tb ! 2.5 K. Each spectrum covers a velocity range
from −2 to +2 km s−1. Two features in the line profiles are
noteworthy: they are frequently asymmetric, and some cases
they exhibit more than a single peak.

Table 1 lists the first moments of the line profiles. Column 1
shows the number of the region, as shown in Figure 1, and
Column 2 shows the intensity in K km s−1. Columns 3 and 4 list
the centroid velocity and the velocity dispersion, respectively,
and finally, in Column 5 we report whether the line profile has
multiple peaks or not.

Figure 2 (left) shows the centroid velocity and the velocity
dispersion (right), again in the y–z projection. Despite the
fact that we view the cloud along the inflow direction, the
dense filament is coherent in velocity space (see also centroid
velocities in the center column of Table 1), except for the largish
core on its right end, which is approaching the observer at ≈−0.5
km s−1. Thus, the velocity dispersion in the dense gas—the core-
to-core velocity dispersion—does not contain much information
about the velocities of the assembling flows (∼7.9 km s−1), in
fact, the motions in the (coherent) dense post-shock gas are
subsonic.

This also can be seen when considering the gas motions
perpendicular to the filament and in the plane of the sky, i.e.,
the infall of more diffuse gas onto the filament (Figure 3). The
velocity profiles were calculated by identifying the filament
in the two-dimensional projection (see Figure 1). Comparing
the velocity and the density profiles (top and center panel),
it is clear that gas at higher densities should show smaller
velocity dispersions: at a distance of 2 pc from the axis of the
filament, the infall velocity ranges between 0.2 and 0.6 km s−1,
i.e., from subsonic to slightly supersonic. In other words, the
dense filament is essentially a post-shock region (with subsonic
internal motions), confined by a dynamical pressure generated
by the (supersonic) infall of gas onto the filament. We note
that the dense filament is not very well resolved and that thus

from local collapse (see below), the filaments at later stages
(14.5 Myr) are a consequence of the global collapse of the whole
cloud. This can be more easily seen in the right column of Fig-
ure 2. The samemodels at the same times as in Figure 1 are shown,
but they are now seen perpendicularly to the inflow. Clearly, at
late times, the initially elongated red structure (the dense part of
the cloud) crumples under its own weight. Because of the (gen-
eralized) noncircular inflow cross section, this leads to the for-
mation of a filament. Thismechanism for filament formation offers
a substantial reservoir of mass for further star formation. The sub-
sequent fragmentation of the filaments is possibly enhanced by
the thermal instability (see, e.g., Tsuribe & Inutsuka 2001). The
larger amplitude of the collision interface perturbation in model

Gf 2 (see Table 1) leads to a stronger initial fragmentation, which
is mirrored in a more distributed core formation at later stages.

Note that the high-density regions (in Fig. 1) do not neces-
sarily form at the center of the cloud. On the contrary, there is a
tendency for material to collect away from the center, forming
filaments (seemodel Gf 2 at 14.5Myr), or at least extended dense
cores. This is a mild version of the edge effect in collapsing finite
sheets, as discussed by Burkert & Hartmann (2004) and as ap-
plied to a model of the Orion star-forming region by Hartmann&
Burkert (2007). Figure 3 is more specific about the actual mech-
anism: it shows a map of the (projected) gravitational accel-
erations :!j j in the midplane perpendicular to the inflow (to
be compared to the bottom row of Fig. 1). Contours denote the

Fig. 1.—Time sequence of logarithmic column density maps for models Hf1 (top), Gf1 (middle), and Gf 2 (bottom), seen along the inflow direction. At t ¼ 7:6 Myr
(left ), the full domain (44 pc) is shown, whereas we restrict the field of view to the central 3/4 (33 pc) of the domain at later times, to highlight the small-scale dense
structures forming.

FLOW-DRIVEN CORE FORMATION 319No. 1, 2008

Top:	  	  Heitsch	  et	  al.,	  2008,	  ApJ,	  674,	  316	  
Bottom:	  Heitsch	  et	  al.,	  2009,	  ApJ,	  704,	  1735	  

Heitsch+	  2008	  

Heitsch+	  2009	  



External	  driving	  

•  Accretion	  onto	  cloud	  as	  it	  
forms	  drives	  turbulence	  	  

•  For	  big	  clouds,	  large-‐scale	  
shear	  flows	  and	  turbulent	  
cascade	  from	  rest	  of	  galaxy	  

•  Seems	  able	  to	  explain	  both	  
linewidths	  and	  lifetimes	  

•  Needs	  feedback	  to	  get	  right	  
εff	  
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Internal	  driving	  
•  Protostellar	  jets	  too	  weak	  

on	  GMC	  scales	  

•  Radiation	  pressure,	  main	  
sequence	  winds:	  couple	  
too	  weakly	  

•  HII	  regions	  may	  work	  

•  Gets	  εff	  right	  
•  Challenge:	  drive	  without	  

disruption	  

•  B	  fields	  may	  be	  important	  
Top:	  Gritschneder	  et	  al.,	  2009,	  ApJ,	  694,	  L26;	  Bottom:	  Gendelev	  &	  Krumholz,	  2012,	  ApJ,	  745,	  159	  	  	  



GMC	  disruption	  
•  Except	  perhaps	  in	  M51,	  τlife	  <<	  τdep,	  so	  
disruption	  mechanism	  required	  

•  In	  global	  collapse,	  need	  disruption	  time	  <~	  τff;	  
can	  be	  1	  –	  10	  τff	  for	  external	  or	  internal	  driving	  

•  Same	  candidate	  mechanisms	  as	  for	  internal	  
driving:	  HII	  regions,	  Sne	  

•  FEW	  FIRST-‐PRINCIPLES	  SIMULATIONS,	  
mostly	  simulations	  with	  subgrid	  feedback	  
recipes,	  and	  (semi-‐)analytic	  models	  



WHAT	  REGULATES	  STAR	  
FORMATION	  IN	  GMCS?	  

Question	  4:	  



The	  problem	  in	  a	  nutshell	  
•  For	  uninhibited	  collapse,	  εff	  ~	  1,	  but	  observed	  
value	  is	  εff	  <<	  1	  

•  In	  MW,	  εff	  ~	  1	  gives	  SFR	  ~	  100	  M¤	  yr−1;	  
observed	  SFR	  ~1	  M¤	  yr−1	  

•  Classical	  explanation	  is	  B	  fields,	  but	  observed	  
field	  strengths	  too	  small	  

•  Remaining	  contenders:	  collapse	  +	  rapid	  
disruption	  by	  feedback,	  and	  turbulence	  	  



Collapse	  +	  
disruption	  

•  Can	  keep	  εff	  low	  if	  clouds	  
disrupted	  by	  feedback	  in	  <~	  
1	  tff,	  before	  much	  SF	  

•  Disruption	  by	  ionization	  
possible	  up	  to	  ~	  105	  M¤	  
clouds,	  but	  depends	  on	  
subgrid	  model	  

•  Not	  clear	  if	  large	  clouds	  can	  
be	  disrupted	  rapidly	  

Zamora-‐Aviles+	  2012	  

Zamora-‐Aviles	  et	  al.,	  2012,	  ApJ,	  751,	  77	  



Turbulence-‐regulated	  SF	  
•  Turbulence	  

supports	  against	  
collapse	  on	  large-‐
scales,	  allows	  it	  on	  
small	  scales	  

•  Many	  models	  for	  εff
(αG,	  M,	  β);	  all	  give	  
εff	  ~	  0.01	  –	  0.1	  for	  
GMCs	  

•  Turbulence	  must	  be	  maintained	  by	  external	  
driving	  and/or	  feedback	  

	  

Federrath	  &	  Klessen	  2012	  

Federrath	  &	  Klessen,	  2012,	  ApJ,	  761,	  156	  



Combination	  models	  

Reality	  likely	  between	  pure	  collapse	  and	  turbulence	  models:	  SF	  
regulated	  by	  turbulence,	  but	  cloud	  properties	  evolve	  with	  time	  

Left:	  Zamora-‐Aviles	  et	  al.,	  2012,	  ApJ,	  751,	  77;	  right:	  Goldbaum	  et	  al.,	  2011,	  ApJ,	  738,	  101	  

Zamora-‐Aviles+	  
2012	  

Goldbaum+	  2011	  



Connection	  to	  galactic	  scale	  
•  What	  sets	  ΣSFR	  at	  galactic	  scales?	  

•  Σ	  ~	  10	  –	  100	  M¤	  pc−2:	  ΣSFR	  ~	  Σg
N	  with	  N	  ~	  1:	  

probably	  just	  cloud-‐counting,	  all	  clouds	  are	  
(on	  average)	  the	  same	  

•  Σ	  >	  100	  M¤	  pc−2:	  N	  >	  1,	  probably	  because	  
GMCs	  are	  getting	  denser	  

•  Σ	  <	  10	  M¤	  pc−2:	  N	  >	  1,	  and	  third	  parameters	  
(e.g.	  metallicity,	  mass	  of	  old	  stellar	  
population)	  seem	  to	  matter	  



Three	  possibilities	  
If we take a first-order approximation, Qsg / 1/!gas, then

equation (13) gives!SFR / !1:54
gas at t ¼ !SF, agreeing very well

with the observations. The slopes derived from Qg appear to be
lower than those derived from Qsg but are still within the slope
range observed.

Keep in mind that the local instability is a nonlinear interac-
tion between the stars and gas and so is much more complicated
than the linear stability analysis presented here. Also, the in-
stability of the entire disk at a certain time is not fully represented
by the minimum values of the Q parameters we employ here,
although they do represent the region of fastest star formation.
These factors limit our ability to derive the global Schmidt law
directly from the instability analysis.

5. LOCAL SCHMIDT LAW

The relationship between surface density of SFR!SFR and gas
density !gas can also be measured as a function of radius within
a galaxy, giving a local Schmidt law. Observations by Wong &
Blitz (2002) and Heyer et al. (2004) show significant variations
in both the indices N and normalizations A of the local Schmidt
laws of individual galaxies. For example, Heyer et al. (2004)
show that M33 follows the law

!SFR ¼ 0:0035 " 0:066 M# yr$1 kpc$2
! "

; !tot=1 M# pc$2
! "3:3"0:07

; ð15Þ

while Wong & Blitz (2002) show that N has a range of 1.23–
2.06 in their sample.

To derive local Schmidt laws, we again divide each individual
galaxy into 40 radial annuli within 4Rd and then compute !gas

and !SFR in each annulus. The SFR is measured at t ¼ !SF as in
x 4. For models where !SF > 3 Gyr or is beyond the simulation
duration, the maximum simulated time step is used instead, as
listed in Table 1.

5.1. Star Formation Thresholds

Figure 11 shows the relation between !SFR and !gas correla-
tions for all models in the simulations that form stars in the first
3 Gyr. With such a large number of models in one plot, it is
straightforward to characterize the general features and to com-
pare with the observations shown in Figure 3 of Kennicutt
(1998a). Similar to the individual galaxies in Kennicutt (1998a)
and Martin & Kennicutt (2001), each model here shows a tight
!SFR-!gas correlation, the local Schmidt law. However, !SFR

drops dramatically at some gas surface density. This is a clear
indication of a star formation threshold.

We therefore define a threshold radius Rth as the radius that en-
circles 95% of the newly formed stars. The gas surface density at
the threshold radiusRth in Figure 11 has a range from'4M# pc$2

for the relatively stable model G220-1 (low T ) to '60 M# pc$2

for the most unstable model G220-4 (high T ). Note that in some
galaxies, there are also smaller dips in SFR at higher density.
Martin & Kennicutt (2001) suggest that rotational shearing can
cause an inner star formation threshold. However, the inner dips in
our simulations are likely due to the lack of accretion onto sink
particles in the simulations after most of the gas in the central re-
gion has been consumed. Further central star formation in real
galaxies would occur due to gas recycling, which we neglect, and,
probably more important, after interactions with other galaxies.

In the analysis of observations, a dimensionless parameter,
"Q ¼ !th /!crit ¼ 1/Q, has been introduced to relate the star
formation threshold to the Toomre unstable radius (Kennicutt
1989). The critical radius is usually defined as the radius where

Qg ¼ 1. With a sample of 15 spiral galaxies, Kennicutt (1989)
found "Q ’ 0:63 by assuming a constant effective sound speed
(the velocity dispersion) of the gas cs ¼ 6 km s$1. This result
was confirmed by Martin & Kennicutt (2001) with a larger sam-
ple of 32 well-studied nearby spiral galaxies, who reported a
range of "Q ' 0:3 1:2, with a median value of 0.69. However,
Hunter et al. (1998) found "Q ’ 0:25 for a sample of irregular
galaxies with cs ¼ 9 km s$1. As pointed out by Schaye (2004),
this derivation of"Q depends on the assumption of cs. The values
of "Q derived from our models using their actual values of cs are
shown in Figure 12. We find that the value of "Q depends not
only on the gas sound speed but also on the gas fraction of the
galaxy. For models with the same rotational velocity and gas
fraction, lower gas sound speed results in a higher value of "Q.
For models with the same total mass and sound speed, higher gas
fraction leads to higher "Q. The gas-poor models in our simu-
lations ( fg ¼ 20%) have a range of "Q ' 0:2 1:0, agreeing
roughly with observations. This again may reflect the relative
stability of the nearby galaxies in the observed samples.
There are several theoretical approaches to explain the presence

of star formation thresholds. Martin & Kennicutt (2001) suggest
that the gravitational instability model explains the thresholds
well, with the deviation of "Q from one simply due to the nonuni-
form distribution of gas in real disk galaxies. Hunter et al. (1998)
proposed a shear criterion for star-forming dwarf irregular galax-
ies, as they appear to be subcritical to the Toomre criterion. Schaye
(2004) modeled the thermal and ionization structure of a gaseous
disk. He found that the critical density is about !crit ' 3 10M#
pc$2 with a gas velocity dispersion of'10 km s$1 and argued that

Fig. 11.—Local Schmidt laws of all models with !SF < 3 Gyr. The legends are
the same as in Fig. 5: the color of the symbol indicates the rotational velocity for each
model as given in Table 1, the shape indicates the submodel classified by gas frac-
tion, and open and filled symbols represent low- and high-T models, respectively.
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•  GI	  dies	  out	  at	  low	  Σg,	  so	  ΣSFR	  
declines	  non-‐linearly	  

•  ISM	  at	  low	  Σg	  is	  HI-‐dominated,	  only	  
H2	  phase	  forms	  stars;	  metallicity	  
matters	  for	  this	  reason	  

Li+	  2006	  

Krumholz+	  2009	  

Top:	  Li	  et	  al.,	  2006,	  ApJ,	  639,	  879;	  bottom:	  Krumholz	  et	  al.,	  2009,	  ApJ,	  699,	  850	  



Three	  possibilities	  ctd.	  
•  Balance	  between	  feedback-‐driven	  turbulence	  and	  gravity	  is	  
key,	  with	  vertical	  gz	  dominated	  by	  stars	  at	  large	  radii	  

Kim+	  2013	  

Kim,	  Ostriker,	  &	  Kim,	  2013,	  ApJ,	  submitted	  



THE	  FUTURE	  
Things	  will	  be	  better	  in…	  



Observations	  
•  ALMA	  and	  NOEMA:	  

sensitivity	  to	  measure	  
internal	  GMC	  structure	  
in	  extragalactic	  sources	  

•  IRAM	  30m,	  NRO	  45m,	  
LMT	  50m,	  NANTEN2,	  
CCAT:	  large-‐area	  
mapping	  

•  CARMA,	  SMA:	  big	  
surveys	  of	  GMCs	  in	  MW	  



Theory	  
•  Combine	  galactic-‐scale	  codes	  

w/small-‐scale	  ones	  

•  Idea:	  get	  both	  environment	  and	  
feedback	  right	  –	  needs	  physics	  
beyond	  hydro	  +	  gravity	  

Left:	  Krumholz	  &	  
Thompson,	  2012,	  ApJ,	  
760,	  155	  
Right:	  Hopkins	  et	  al.,	  
2011,	  MNRAS,	  417,	  950	  Hopkins+	  2011	  

Krumholz	  &	  Thompson	  2012	  


